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Abstract. I present a Multi-agent System that represents a Medical community
where each Doctor may have a different specialty and may do his/her work with

specific techniques. In this sense, I propose the use of several Machine Learning

techniques as a form to represent the use of different techniques to learn to
diagnose diseases and the use of several data sources to produce knowledge,

permitting that each data source can be related with some specific medical
specialty. Also I propose the separation of the processes of learning and

reasoning to increase the use of Machine Learning techniques whose
implementations requires great amount of computer resources; for this, the
knowledge extraction from data is done by software agents that are executed in

high performance computers while the reasoning processes that exploit the
knowledge discovered are carried out by software agents that are executed in
average scale computers.

1 Introduction

In each community we can find doctors with perhaps different specialties:

ophthalmology, bacteriology, cardiology, among many others. Also, each doctor
could have attended his studies in a different University and have made his

specialization in a different Hospital than the others. As well, each one can set in an

independent way the amount of its fees. Nevertheless, the great majority of works

related to processes of knowledge extraction from data do not follow this behavior

since they are focused in the implementation of a single technique and/or in the

creation of a model associated with a particular problem domain. In this work an

analogy to the situations that occur in the real life is created through the construction

of a multi-agent based medical system, where the agents have multiple capabilities of

learning and reasoning. In their construction several machine learning techniques are

used such as Artificial Neural Networks, Rough Set Theory, Bayesian Learning and
ID3 algorithm, as well as reasoning processes according to the models that the

previous techniques build.

The purpose is simulating the different approaches used by each doctor to carry out

its work. Also several decision systems related to different medical areas are used in
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order to create different artificial specialists. As development platform was utilized
Java programming language and JADE framework.

2 Machine Learning

2.1 Problems Related to Machine Learning

During the last decades an enormous increment in the use of sensors as well as in the

development of data storage devices has been presented. This has produced an
enormous amount of data, available to be analyzed by specialists to be able to
understand and to control in a better way the underlying problem domains. On the
other hand the increment in the power of available computation for these specialists

has done possible the use of more complex models, causing among others things an
increase in the investigation and development in diverse fields of the Artificial

Intelligence [1].
Within the techniques used in Artificial Intelligence for problem domains

understanding the machine learning is found, with an extensive use of supervised
inductive learning, which is used to acquire knowledge from examples previously
classified.

Many techniques of supervised inductive learning have been used, within that we

can mention: Artificial Neural Networks, Rough Set Theory, Bayesian Learning,
Genetic Algorithms, the family of algorithms derived from ID3, among others. Each
one of them has its strengths and its weaknesses. For example, it is well known that

decision trees produced by ID3 are highly understandable and expressive,
nevertheless is also known the incapacity of ID3 to deal with unstable, uncertain or

incomplete data. On the other hand the Artificial Neural Networks are excellent

universal approximators with capacity to process incomplete or noise data, but the
models generated by them as a form of knowledge representation in numerical
matrices form makes no sense for a human being.

Another situation that we must consider as advantages and disadvantages of these

techniques consists of the type of inputs that are able to process. For example,

techniques such as ID3 or Bayesian Learning are not adequate to process images
unlike the Artificial Neural Networks.

Another disadvantage of the majority of the Machine Learning techniques is the
great amount of computational resources that they require for his execution. This
diminishes the number of potential users that can be benefited from their use.

It is by that a multi-agent system in which some agents takes charge of the process

of supervised inductive learning and other agents to use the models created by the first

in order of putting in use the acquired knowledge. Creating with this an artificial
medical community.
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However, in the operation phase the performance vary significantly among them.
The best situated have been the Bayesian Classifier, mainly when not all the attributes
values are available. The other three models have had similar performances.

The distributed approach has permitted the use of machine learning models in
middle and low scale computers, increasing their use.

We will have to do more work in the future, in order to incorporating more

machine learning techniques, as well as another approaches of creating artificial
communities.
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